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marker level, enabling the modeling of quantitative trait loci 
(QTL) by environment interaction (Q*E), on a genome-wide 
scale. A newly developed ensemble method, soft rule fit, was 
used to improve this model and capture non-linear responses 
of QTL to stresses. The method is tested using a large winter 
wheat dataset, representative of the type of data available in 
a large-scale commercial breeding program. Accuracy in pre-
dicting genotype performance in unobserved environments 
for which weather data were available increased by 11.1 % on 
average and the variability in prediction accuracy decreased 
by 10.8 %. By leveraging agronomic knowledge and the large 
historical datasets generated by breeding programs, this new 
model provides insight into the genetic architecture of geno-
type by environment interactions and could predict genotype 
performance based on past and future weather scenarios.

Abbreviations
BLUP	� Best linear unbiased predictor
GBLUP	� Genomic estimated best linear unbiased 

predictor
GEBV	� Genomic estimated breeding value
G*E	� Genotype by environment interactions
GS	� Genomic selection
MET	� Multi-environment trials
QTL	� Quantitative trait locus
Q*E	� QTL by environment interaction
SGL	� Sparse group lasso
SNP	� Single nucleotide polymorphism
TPE	� Target population of environments

Introduction

Genotype by environment interactions (G*E) are one of 
the most important issues in plant breeding. It is a frequent 
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ronments, using environmental covariates, a crop model 
and genomic selection. Application to a large winter 
wheat dataset.
Abstract  Genotype by environment interaction (G*E) is 
one of the key issues when analyzing phenotypes. The use 
of environment data to model G*E has long been a sub-
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of correlated predictors each explaining a small amount 
of the total variance. In addition, non-linear responses of 
genotypes to stresses are expected to further complicate the 
analysis. Using a crop model to derive stress covariates from 
daily weather data for predicted crop development stages, 
we propose an extension of the factorial regression model 
to genomic selection. This model is further extended to the 
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observation in multi-environment trials (MET) that geno-
type performance varies across environments leading to 
variance differences and rank changes among genotypes 
(Cooper and DeLacy 1994). These forms of G*E are called 
non-cross-over (variance differences) and cross-over G*E 
(rank changes). Rank changes complicate selection for 
broad adaptation as there might not be one best performing 
genotype everywhere. In a context of climate change and 
reduced usage of fertilizers and pesticides, crop environ-
ments will likely be more variable, increasing the impor-
tance of G*E.

Genomic selection (GS) was first proposed by Meuwis-
sen et  al. (2001) to better estimate breeding values based 
on the simultaneous use of whole-genome markers. A num-
ber of empirical and theoretical studies suggest that it could 
increase genetic gain per unit of time beyond what is pos-
sible with phenotypic selection (Heffner et al. 2010; Lorenz 
et al. 2011).

The GS concept provides an important breakthrough 
toward a better genotype to phenotype mapping. It solves 
problems encountered in the application of quantitative 
trait loci (QTL) study results to breeding, such as over-
estimation of the identified QTL effects. GS also poten-
tially enables the use of historical breeding data for cur-
rent breeding efforts. However, an important part of the 
mapping, the differential response of genotypes to the 
environment, which causes G*E (Van Eeuwijk et  al. 
2005) has yet to be included directly into GS approaches. 
Genomic predictions have so far focused on the compu-
tation of breeding values that are single point estimates 
of genotype performance presumed to be useful across all 
environments.

In the context of classical plant breeding the G*E issue 
has been tackled in several ways (DeLacy et al. 1996), the 
most common is to ignore G*E in the analysis by consid-
ering it to be noise. Another approach is to identify repeat-
able G*E patterns in the data by dividing the environment 
targeted by breeding into mega-environments that mini-
mize G*E within mega-environments. This allows geno-
type targeting and increases the trait heritability within 
the mega-environments, provided that sufficient breeding 
resources are allocated to each mega-environment (Wind-
hausen et  al. 2012). Numerous approaches have been 
developed to group environments, such as AMMI (Gauch 
2006), and clustering (Cooper and DeLacy 1994). Repeat-
able G*E patterns can also be identified using external 
data (Löffler et al. 2005; Chenu et al. 2013). For example, 
if drought stress is known to be the main driver of G*E, 
environments can be clustered based on drought patterns 
(Chapman et al. 2000b).

The most powerful integration of G*E within quantita-
tive genetics theory is to consider G*E as a lack of genetic 
correlation between environments (Falconer and Mackay 

1996). Genetic correlations between environments are 
obtained by considering performances in different environ-
ments as different correlated traits.

When G*E is considered as a lack of correlation, it can 
be taken into account using multiplicative mixed models 
such as the factor analytic structure to model the covariance 
between environments responsible for G*E (Piepho 1998; 
Burgueño et al. 2008; Kelly et al. 2009; Cullis et al. 2010). 
Those models can be used for GS prediction, by using a 
relationship matrix based on markers in the mixed model 
(Burgueño et al. 2012). In practice, those approaches have 
numerical limitations due to the highly unbalanced nature 
of most multi-environment plant breeding datasets. In addi-
tion, because they are based on observed covariance among 
environments, they are explanatory a posteriori rather than 
predictive. They do not allow prediction for a new climatic 
scenario, a given level of a weather-related stress, or a new 
environment directly.

A way to gain predictive capability of G*E is to inves-
tigate the genetic basis of G*E by identifying the envi-
ronment parameters responsible for G*E and determining 
genotype sensitivity. The class of models implementing this 
approach is termed factorial regression (Denis 1988; Pie-
pho et al. 1998). Genotype performances are the sum of the 
main genotype effect and of the genotype sensitivity to the 
stress covariate. Factorial regression has been extended to 
the differential response of QTL in the biparental mapping 
case for a few detected QTL (Crossa et al. 1999; Malosetti 
et al. 2004; Boer et al. 2007).

Including stress covariates in the analysis present some 
of the same issues encountered using genomic selection 
(GS) methods for estimating breeding value. A very high 
number of covariates can potentially be obtained, each 
explaining a small amount of the total variance, while being 
highly correlated with each other (Brancourt-Hulmel et al. 
2000). Leo Tolstoy’s Anna Karenina provides a metaphor 
for the difficulty of modeling G*E: “Happy families are all 
alike; every unhappy family is unhappy in its own way.” In 
the context of crops, when genotypes perform poorly in a 
given environment, it can be due to many different stresses, 
and deriving general results is a daunting task. On an oper-
ational level, the Anna Karenina effect occurs when most 
of the G*E cannot be explained by a few major stresses or a 
simple geographic partition of the data.

To be successful for prediction, an approach focusing on 
the genetic basis of G*E would have to be genome-wide 
and include numerous stress covariates at the same time. 
Because response and development curves are often expo-
nential or ‘S’ shaped (Van Eeuwijk et al. 2005), the frame-
work should accommodate non-linear responses of QTL to 
the environment variables. Such a framework should enable 
the modeling of G*E at the allele level focusing on QTL by 
environment interaction (Q*E).



465Theor Appl Genet (2014) 127:463–480	

1 3

Considering those challenges, some groups have focused 
on crop modeling to better understand G*E and incor-
porate external information about the crop (Chenu et  al. 
2008; Messina et al. 2009). Crop models are sets of equa-
tions developed by extensively studying the behavior of a 
few genotypes under a range of growing conditions. Their 
main purpose is to predict the development of a crop and 
the genesis of the different yield components. Figure 1 pre-
sents the schematic structure of a crop model. Crop models 
were initially developed to assist in crop management deci-
sions, strategic planning, yield forecasting, and definition 
of research needs.

By design, a crop model integrates environment inputs 
such as weather and soil data in a non-linear way. Crop 
models, however, have been criticized by crop geneti-
cists for not taking enough genetic variation into account 
(Hammer et  al. 2002). To use crop models for trait pre-
diction across genotypes, research focuses on variation 
in the parameters of the crop model (Quilot et al. 2004; 
Jullien et al. 2011). Those parameters are expected to be 
more heritable than the trait predicted by the crop model, 
less prone to G*E and to have a less complex genetic 
architecture. It is a very appealing strategy, but it also 
requires the measurements of specific phenotypes to 
recover the model parameters. This is not trivial, as large 
numbers of environments have to be sampled to study 
G*E.

Another possibility is to use crop modeling as a tool 
to perform a physiological integration of environmen-
tal data in order to derive stress covariates (Landau et  al. 
1998, 2000; Boer et  al. 2007). These covariates are then 
used as independent variables in quantitative and statistical 
genetic models for effect estimation and prediction. This 
has the advantages of using a genetic model to predict the 
main genotype effect, whose optimality properties are well 
known.

Using a crop model to parameterize, the environ-
ment data reduce data dimensions from daily weather 

variables to a few covariates per crop growth stage. The 
daily weather data are composed of numerous correlated 
variables most of which have little or no impact on the 
crop. Moreover, there is a wealth of agronomic and physi-
ological knowledge about the sensitivity of specific growth 
stages to specific abiotic stresses (Meynard and Sebillotte 
1994) (Fig. 2). In addition, the use of a crop model to pre-
dict development stages may capture part of the non-linear 
response of genotypes to the environment by modeling 
non-linear development processes such as vernalization. It 
also eliminates the need for specific experiments to meas-
ure crop model parameters, and thus enables the use of 
large commercial breeding datasets that often contain no 
more than measurements on the final trait of interest, yield. 
This makes the assumption that the stress response genetic 
architecture is the same among genotypes at a given devel-
opmental stage. Furthermore, interpretability of the model 
is improved because it uses stress covariates defined by 
growth stage.

The broad objective of our research is to propose new 
solutions to integrate environmental data and crop mode-
ling into the genomic selection framework to predict G*E. 
To this end, we explicitly model whole-genome markers 
and their differential response to the environment in the 
GS context to better understand the genetic architecture 
of G*E. In this study, we extended factorial regression 
to the GS context and developed a new machine learning 
approach to capture the response of QTL to stresses non-
parametrically. This approach was used along with a crop 
model to enable the use of daily weather data in predic-
tion models. Those G*E predictions could be used to make 
breeding decisions for specific adaptation. However, as pre-
sented in the discussion, we believe that they are more use-
ful as a tool to understand the interaction and the structure 
of the target population of environments (TPE). The TPE is 
the mixture of environments expected for the intended tar-
get region (Comstock 1977). This information could then 
be used to optimize phenotyping.

Fig. 1   Typical structure of a 
crop model
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Materials and methods

Phenotypic and environment data

Limagrain Europe (Chappes, France) provided a large com-
mercial winter wheat breeding dataset to assess the predic-
tive power of the new models. It consisted of 2,437 geno-
types tested for grain yield in 12 locations across France 
from 2006 to 2011 for a total of 44 environments (year-
location combinations). The total number of yield plots 
was 23,265 generating 9,024 within environment-adjusted 
genotype means. Those environment means accounted for 
experimental design which varied from complete block 
to alpha-lattice and were corrected for spatial variation. 
The numbers of genotypes observed in each environment 
ranged from 52 to 974. The data were generated by a sin-
gle breeding program and corresponded to all trials for the 
three first years of yield testing of genotypes. As the geno-
types were advanced in the breeding program, the level of 
replication and the number of locations increased, while 
some genotypes were discarded based on their past per-
formance. The dataset was unbalanced with non-random 
missingness of the genotypes due to the historical nature 
of the dataset and because France can be divided in two 
target environments for winter wheat: the South favoring 
early maturing genotypes to escape drought and high tem-
perature, and the North favoring late maturing genotypes 
that yield more. Genotypes were dropped from testing 
based on their previous performance and new ones added 
over time. Our data are similar to the winter wheat example 
(Piepho and Möhring 2006): because an important focus of 
the breeding is quality, which tends to be negatively cor-
related with yield, the genetic variance for yield should not 
decrease dramatically over time. They did not find strong 
evidence of downward bias for variances of genotype main 

effects and genotype by year interactions. On average, each 
genotype was observed in 3.7 environments with 760 gen-
otypes observed in only one environment. The genotypes 
and the environments corresponded to only one breeding 
program. This means that any G*E present in this dataset 
is considered to be small enough that it is manageable by 
having only one breeding program. Trials were conducted 
using standard agronomic practices including appropriate 
use of fertilizers and fungicides.

The lines were genotyped with 1,287 SNP and haplo-
type-based markers covering the whole genome. Some 
markers provided perfect linkage with major adaptation 
loci (dwarfing genes: Rht-B1, Rht-D1; vernalization genes: 
Vrn-A1, Vrn-A2, Vrn-D5, Vrn-B3; photoperiod sensitivity 
genes: Ppd-D1, Ppd-B1, Ppd-A1).

In addition, latitude and longitude of each trial loca-
tion were available along with the sowing date. Daily 
weather data were obtained from the AGRI4CAST action 
of the Joint Research Center of the European Commission. 
(http://mars.jrc.ec.europa.eu/mars/About-us/AGRI4CAST/
Introduction). Those data are used to generate crop yield 
forecasts for European policy makers. The database con-
tains daily meteorological data from 1975 to the last cal-
endar year completed, covering the European Union and 
neighboring countries. The meteorological parameters 
are interpolated to a 25 ×  25 km grid from a network of 
meteorological stations. Details about the interpolation 
procedure and calculations can be found in Van der Goot 
and Orlandi (2003). The variables available were the mean, 
minimum, and maximum daily temperature, daily precipi-
tation, daily global radiation, and the ETP [Penman poten-
tial evapotranspiration from a crop canopy (mm/day)]. The 
quality of the data was verified using independent tempera-
ture and rainfall records obtained from two trial sites over 
several years. The interpolated data were well correlated 

Fig. 2   Major stresses by devel-
opment stage for winter wheat 
from Meynard and Sebillotte 
(1994). The numbers below 
the development stage names 
correspond to the Zadoks scale 
(Zadoks et al. 1974)

http://mars.jrc.ec.europa.eu/mars/About-us/AGRI4CAST/Introduction
http://mars.jrc.ec.europa.eu/mars/About-us/AGRI4CAST/Introduction
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with the observed data for temperature (correlation above 
0.9), less so for rainfall with a correlation of 0.6 going up to 
0.8 when considering a weekly scale.

Derivation of stress covariates from the weather data

An intuitive approach to include weather data in an inter-
pretable way, to reduce the number of variables, and to 
accommodate some non-linearity of response was to define 
stress covariates by development stage (Landau et al. 1998, 
2000; Boer et  al. 2007). Brancourt-Hulmel et  al. (1999, 
2000) and Lecomte (2005) developed a set of stress indices 
for winter wheat. In their studies, they determined stress 
covariates by analysis of yield components such as thou-
sand kernel weight and number of kernels per surface area, 
to identify yield-limiting factors per stage. In addition, they 
compiled winter wheat sensitivity to stresses at specific 
development stages from previously published work. Fig-
ure 2 shows which stresses are expected to occur for each 
development stage.

Some of the original stress covariates were excluded 
because of the lack of necessary information to compute 
them. They included stress covariates accounting for winter 
frost damage, disease pressure and nitrogen availability.

Use of a crop model to predict development stages

To derive the stress covariates from the daily weather 
data, the development stage timing has to be known. This 
information is often difficult to obtain or not available. To 
alleviate that need, a crop model, SiriusQuality, was used 
(Martre et al. 2006). This model is process-based and used 
a modified version of the phenology model proposed by 
(Jamieson et al. 1998).

The daily weather data were retrieved from the database 
using the longitude and latitude of the trial locations. Those 
data were used as input parameters, to obtain develop-
ment stages for the crop model SiriusQuality, with default 
parameters for non-limiting water and nitrogen. The stages 
predicted by the model used the Zadoks scale code (Zadoks 
et al. 1974) and stages were 30 (pseudo stem erection), 39 
(flag leaf ligule just visible, male meiosis), 65 (anthesis), 
75 (half-filling stage), and 92 (maturity). The calendar date 
of stage 55 (heading date) was derived from the daily sum 
of temperatures taking stage 39 (male meiosis) as a refer-
ence (Gate 1995): first stepi, the sum of daily mean tem-
perature in base 0 °C from planting to heading was calcu-
lated using the daily sum of temperature in base 0 °C from 
planting to meiosis stmei obtained from the crop model 
asstepi = (stmei − 74)/0.864. Then stepi was converted 
into a calendar date.

Ideally, the growth stages of each genotype in each envi-
ronment should be obtained or computed. As this was not 

feasible and the data covered a wide range of maturities, 
three sets of development stages were obtained for three 
elite genotypes, Soissons, Thésee, and Renan, which are 
early, mid, and late maturing, respectively (He et al. 2012). 
Those three genotypes were all commercially successful at 
some point in the last 30 years.

Once the development stages are known, the daily 
weather data can be used to compute the stress covariates 
described in Table 1. For example, for the stress covariate 
stmpmf, the average daily temperature when it is above 
0  °C is summed between the predicted meiosis and flow-
ering date, and this is for the three sets of development 
stages. The covariates capturing frost stress in the spring 
(ndefr, sti4, ndt0f, st0f) were removed because they had 
no variance. The three sets of stress covariates plus lati-
tude and longitude of environments were used together (for 
a total of 101 covariates) and were standardized to zero 
mean and unit variance before further use. The whole set of 
covariates (101) was used for all the genotypes regardless 
of their maturity. This means that for each stress covariate 
and each observation, there are three values corresponding 
to the three genotypes used to parameterize the crop model.

Mixed model formulation of G*E

The simplest model to analyze multi-environment trials, in 
the balanced case, with one observation per genotype and 
environment combination, for m genotypes and t environ-
ments is (Piepho et al. 2008)

where ⊗ indicates the Kronecker product, y, observed phe-
notypes, β, effects due to the design such as environment in 
the case above (although block effects could also be repre-
sented) and generally treated as fixed, and u is random line 
effects. In the classic one-step GS approach, the covariance 
of u is Aσ 2

u  with A the realized relationship matrix computed 
using molecular markers as A = VVt with V the marker 
score matrix. V has dimensions m × n, n numbers of mark-
ers. Markers are coded {aa, Aa, AA} = {−1, 0, 1}. σ 2

u  is the 
genetic variance to be estimated, for example with restricted 
maximum likelihood. This approach is often referred to as 
GBLUP for Genomic BLUP. To prevent singularity issues 
in A, the relationship matrix was bended by adding a small 
scalar to the diagonal elements (Piepho et  al. 2012). ε1 is 
assumed to be normally i.i.d. Homoscedasticity is probably 
an incorrect assumption here. However, when the number of 
replicates per adjusted mean was used to weight the obser-
vations, no gain in accuracy was observed and accuracy 
even slightly decreased. This is attributable to the variety of 
experimental design used for the trials forming this dataset. 
(RCB, alpha-lattice, unreplicated designs). It suggests both 
that there is no easy way to adjust for heteroscedasticity 

(Model 1)y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ Im)u + ε1
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here and that we pay no penalty for the simplifying homo-
scedasticity assumption. In the following models, we 
assume that this assumption holds. Here the G*E variance is 
absorbed by the residual ε1. Habier et al. (2007) have shown 
the equivalence of GBLUP and ridge regression. That model 
can then be equivalently written:

where α is a marker effect vector: u from Model 1 is equal 
to Vα here.

G*E can be accounted for explicitly by the following 
model:

(Model 2)y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ V)α + ε2

(Model 3)

y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ Im)u + (It ⊗ Im)ge + ε3

With ge, a vector of G*E deviations with covariance propor-
tional to It ⊗ A. However, this model does not provide for 
a detailed analysis of G*E. To integrate G*E in the mixed 
model analysis, it is most straightforward to consider G*E as 
a lack of genetic correlation between environments (Falconer 
and Mackay 1996). Then, performances in different environ-
ments are different traits. This model can be written as

where η is the vector of environment-specific effects for 
each genotype with covariance G ⊗ A. G is the covariance 
matrix of genotype effects in environments with dimen-
sions t × t. G can be estimated using a factor analytic 
model, for example (Piepho 1998; Burgueño et  al. 2008; 
Kelly et  al. 2009; Cullis et  al. 2010). However, Model 3 

(Model 4)y = 1mtµ + (It ⊗ 1m)β + (It ⊗ Im)η + ε4

Table 1   Stress covariates used and references, modified from Lecomte (2005) page 87

w, Winter period––sowing to 1 cm-ear stage; em, 1 cm-ear stage to meiosis; mf, meiosis to flowering; f30, flowering–30 days to flowering; fh, 
flowering to half-filling stage; hm, half-filling stage to maturity; P, rainfall in mm; ETP, potential evapotranspiration in mm; dd, degrees days

Abbreviation Description

stmpw, stmpem, stmpmf Sum of the daily average temperatures (°C) above 0 by development periods

sradw, sradem, sradmf, sradfh, sradhm Sum of the daily radiation (J/cm2) by development periods (Gallagher and Biscoe 1978; Monteith 
1972)

rdtmpw, rdtmpem, rdtmpmf, rdtmpf30 Ratio srad/stmp by development periods (Fischer 1985)

watxw Sum of the daily differences P-ETP (mm) > 0 from sowing to pseudo stem erection

spetpw, spetpem, spetpmf, spetpfh, spetphm Sum of the daily differences P-ETP (mm) < 0 by development stages

spetpe1 Sum of the daily P-ETP (mm) from pseudo stem erection −150 dd to pseudo stem erection 
+350 dd

nsddr Number of successive dry days (P ≤ ETP in mm) from pseudo stem erection −150 dd to pseudo 
stem erection +350 dd

ntddr Number of total dry days (P ≤ ETP in mm) from pseudo stem erection stage −150 dd to pseudo 
stem erection +350 dd

ndefr Number of days of ear frost (minimal temperature ≤−4 °C) from pseudo stem erection to flower-
ing (Gate 1995)

sti4 Sum of the daily minimal temperatures <−4 °C from pseudo stem erection stage to flowering

ndt0f Number of days when the daily minimal temperature is ≤0 °C from heading to heading +300 dd

st0f Sum of the daily minimal temperatures <0° from heading to heading +300 dd

sradmg, sradmm Sum of the daily radiation (J/cm2) from meiosis-100 dd to heading, or from meiosis-5 d to meio-
sis+5 d (Demotes-Mainard et al. 1996)

ndi10m Number of days when the radiation is ≤1,045 J/cm2 from meiosis minus 5 days to meiosis plus 
5 days

sri10m Sum of the daily radiation <1,045 J/cm2 from meiosis minus 5 days to meiosis plus 5 days

nd25m Number of days when the maximal temperature is ≥25 °C meiosis minus 5 days to meiosis plus 
5 days

st25m Sum of the daily maximal temperatures >25 °C from meiosis minus 5 days to meiosis plus 5 days

nd25ef Number of days when the maximal temperature is ≥25 °C from heading to flowering (Tashiro and 
Wardlaw 1990)

st25ef Sum of the daily maximal temperatures >25 °C from heading to flowering

nd25fh Number of days when the maximal temperature is ≥25 °C from flowering to half-filling stage 
(Hunt 1991; Sofield et al. 1977; Stone and Nicolas 1998)

st25fh Sum of the daily maximal temperatures >25 °C from flowering to half-filling stage

nd25hm Number of days when the maximal temperature is ≥25 °C from half-filling stage to maturity

st25hm Sum of the temperatures maximal daily >25 °C from half-filling stage to maturity
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and Model 4 do not allow prediction of G*E in unobserved 
environments.

Introducing in the model differential genotype sensi-
tivity to specific stress covariates can capture part of the 
G*E interaction and allow prediction of performance in 
unobserved environments. This class of model is termed 
factorial regression model (Denis 1988; Van Eeuwijk et al. 
1996).

For the balanced case, the model can be written in 
matrix notation:

where S is a matrix of dimensions t × q which contains the 
centered and scaled observed scores of the q stress covari-
ates in each of the t environment, and γ is the vector, mq 
long, of stress-specific sensitivities for each genotype with 
covariance H ⊗ A, where H is a q × q covariance matrix 
of the stress covariates. The definition of an adequate 
covariance structure for γ is a problem noted in the litera-
ture (Smith et al. 2005). Here, the GBLUP framework was 
extended to factorial regression. This gave additive geno-
type sensitivity to any given covariate, which is of interest 
for breeding as well as providing a way to cope with unbal-
anced data.

Model 5 can be seen as a random regression model, with 
u random intercept for each genotype and γ genotype-spe-
cific random slope. Then, the assumption that the average 
of the regression slopes across genotypes is zero is not real-
istic. The assumption could be relaxed by including a fixed 
effect for each stress covariate. However, here, the stress 
covariates are confounded with the environments such that 
the environment effect β captures the mean regression of 
genotypes on the stress covariates.

For the Model 5 to be scale invariant to linear transfor-
mations of the stress covariates, it would be necessary to 
include a covariance term between u and γ, which would 
further increase its complexity. The lack of scale invariance 
means that the model is limited when making inferences 
about the variance components or testing for fixed effects. 
The limitation noted, for example, in Smith et  al. (2005) 
remained, as often any given stress covariate explains only 
a small proportion of the G*E interaction, and a large num-
ber of variance components has to be estimated. Consider-
ing an equivalent model at the marker level instead of the 
genotype was investigated as a way to simplify Model 5.

Factorial regression at the QTL level

The factorial regression framework was extended at the 
QTL level, by modeling each QTL effect as a combina-
tion of a main effect and a function of the stress covariates 
(Crossa et al. 1999; Malosetti et al. 2004), with application 

(Model 5)

y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ Im)u + (S ⊗ Im)γ + ε5

in Boer et al. (2007). The design matrix for the linear sen-
sitivity of the markers to each of the stress covariates is in 
the balanced case: S ⊗ V , with V  the design matrix for all n 
markers. Combining Model 2 and Model 5, we obtain:

where α is a marker effect vector, and ϕ is a vector of lin-
ear sensitivities of the markers to the stress covariates. 
Note that ϕ contains q × n parameters, so that this model 
has high dimension. Model 6 can be interpreted as a large 
penalized regression. However, different levels of shrink-
age are desirable for each group of variable (α, β, ϕ). 
It is expected that the ϕ (marker sensitivities to the envi-
ronment) would have to be shrunk more than the α (main 
marker effects). One way to solve this problem in a single-
step analysis would be to use the sparse group lasso (SGL) 
(Friedman  et al. 2010b) and defining groups of variables 
for α, β, and ϕ to provide differential shrinkage of the dif-
ferent groups of variables and enforce model sparseness.

Two‑step approach

Algorithms for the SGL are not as computationally effi-
cient as lasso methods, and this became a major hurdle 
when dealing with thousands of predictors and thousands 
of observations. Initial testing with the R package scoop 
(Chiquet et al. 2012) showed that the SGL was too slow to 
be a practical method with a dataset as large as ours. We, 
therefore, adopted a two-step approach where the main 
marker and environment effects were first computed using 
the Bayesian Lasso (Park and Casella 2008) implemented 
in the R package BLR (Pérez et al. 2010). Residuals from 
the main effect model (Model 2), and the correspond-
ing β and α were extracted. The residuals of Model 2 ε2 
are deviations from an additive model. They contain G*E 
deviations in addition to random error. This residual extrac-
tion corresponded to step 3 of Fig. 3. At this point, there is 
only one group of effects, ϕ, to be estimated and this can be 
done using a simple penalized regression method. To gain 
full equivalence with a single-step analysis, the residuals 
ε2 should be regressed not on the predictors for ϕ but on 
predictors corrected for the main marker effects. However, 
Model 6 is not a simple multiple regression model, because 
the factorial regression model involves only a regression of 
the residual from additivity on the environmental covari-
ates. As a consequence, it does not seem strictly necessary 
to correct the predictors for ϕ. For step 4 of Fig. 3, the pre-
dictors for the (S ⊗ V)ϕ term in (Model 6) were regularized 
on the residuals of the main effect model with an elastic net 
(Zou and Hastie 2005). It relies on a combination of both 
the L1 (lasso) and L2 (ridge) norm penalties. For the regres-
sion problem ε2 = µ + (S ⊗ V)ϕ + ε, The estimator of ϕ is

(Model 6)

y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ V)α + (S ⊗ V)ϕ + ε6
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With �1 and �2 shrinkage parameters. This was imple-
mented using the R package glmnet (Friedman et  al. 
2010a). The shrinkage coefficients were estimated from 
the data using cross-validation. Fitting these residuals 

(1 + �2) arg min
ϕ

(

[ε2 − (S ⊗ V)ϕ]′[ε2 − (S ⊗ V)ϕ]

+ �2�ϕ�2
2 + �1�ϕ�1

)

,

corresponded to step 5 in Fig. 3. Using elastic net had the 
advantage of avoiding strong assumptions about the opti-
mal model sparseness between a lasso and a ridge regres-
sion. For the elastic net properties to hold, all predictors 
S ⊗ V  were centered and scaled prior to the analysis.

Because the prediction for the markers main effect α 
and the predicted G*E deviation Vϕ were both generated 
by penalized regression methods, they had to be rescaled 
before combining them to predict the phenotype. Model 6 
can then be rewritten as:

where θ is a scaling parameter which was determined by 
cross-validation within the training set to maximize phe-
notypic prediction accuracy within environments. This 
optimal θ was further used with the full model fitted on the 
whole training set to predict genotype performance in unob-
served environments. Thus, the phenotypic performance 
in environment i was predicted as Vα + θ

(

bt
iS

)

⊗ Vϕ. bi 
is a column vector with the ith element equal to one and 
zero elsewhere. This two-step approach is very similar to 
the back-fitting algorithm for generalized additive models 
proposed by Breiman and Friedman (1985). It was also 
suggested by (Gianola et  al. 2006) for combining a clas-
sic additive model with a non-parametric component in a 
mixed model to predict, for example, milk production in 
cows. It involves several iterations of the process of fitting 
the model terms sequentially on the residuals of the previ-
ous terms. This is in essence the procedure we use here.

Selection of a marker subset to use for factorial regression

Fitting linear marker sensitivity to each covariate would 
require as many predictors per marker, as there are covari-
ates. To reduce the dimensionality of the problem, a subset 
of markers was selected as follows. In each environment, 
marker effects were computed separately as in Heslot et al. 
(2013). Using the Bayesian Lasso (Park and Casella 2008) 
implemented in the R package BLR (Pérez et al. 2010), the 
model was run for 60,000 iterations, and the first 20,000 
were discarded as burn-in, and the chains were not thinned. 
Model convergence was visually assessed based on the 
trace of parameter samples over iterations.

The variance of marker effects across environments 
was computed based on the table of marker effects in each 
environment. Markers were ranked accordingly and sets of 
different size S of the most variable markers across envi-
ronments were used to build predictors for the factorial 
regression at the marker level. This is an important differ-
ence from previous approaches taken, for example, in Boer 
et  al. (2007), as they constructed factorial regression pre-
dictors at the marker level only for the QTL detected in at 

(Model 7)

y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ V)α + θ(S ⊗ V)ϕ + ε7

Fig. 3   Modeling flow diagram
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least one environment. The optimal number of markers s to 
be included in the model was determined by cross-valida-
tion. Model 7 then became:

Vs is a subset of Vthe marker design matrix, containing a 
subset of S markers selected as described above.

An ensemble method to model complex responses of QTLs 
to stresses

An important limitation of the factorial regression method 
is the difficulty to properly model non-linear responses 
of QTL to stress covariates (Van Eeuwijk et al. 2005). To 
our knowledge, this modeling has only been attempted in 
biparental QTL mapping and with one covariate (Ma et al. 
2002).

From physiology knowledge, Model 7 is expected to be 
inadequate because it is linear, but the relationship between 
the response and the predictors is expected to be non-linear. 
The response could be approximated using polynomials or 
splines, but this would require a very large number of pre-
dictors and is impractical. In a more general case, Model 8 
can be rewritten as:

Here the G*E response is determined by a func-
tion f (.) which depends on the genotype and the stress 
covariates. ξ corresponds to effects of the predictors 
from f (S, V). Model 9 reduces to Model 8 by setting 
f (S, V)ξ = (S ⊗ Vs)ϕ. This function is expected to be 
complex but could be approximated using machine learn-
ing techniques suited for non-linear problems. It is also 
expected that linear response of the markers to the environ-
ment would be able to capture a large part of the response 
of the underlying QTL to stresses. f (.) can then be rewrit-
ten as f (S, V)ξ = (S ⊗ Vs)ϕ + g(S, V)φ, with ϕ effects of 
the factorial regression predictors and φ effects of the pre-
dictors from g(S, V). As previously, a two-step approach 
was used. Estimation of β and α was performed using 
(Model 2) as for the two-step factorial regression. This 
restricted the machine learning task to the most complex 
part of the problem, the estimation of g(S, V) from Model 
9. Minimizing machine learning enables the use of clas-
sic predictors for β and α with well-known optimality and 
properties. To approximate g(S, V), a non-linear function of 
unknown form with sparsity, we used soft rule fit, a modi-
fied version of the ensemble method RuleFit (Friedman 
and Popescu 2008; Akdemir and Heslot 2012). Soft rule fit 
has demonstrated good predictive ability for a number of 
machine learning tasks. It can capture non-linearity in the 

(Model 8)

y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ V)α + θ(S ⊗ Vs)ϕ + ε8

(Model 9)

y = 1mtµ + (It ⊗ 1m)β + (1t ⊗ V)α + θ f (S, V)ξ + ε9 data as well as interactions between predictors (Friedman 
and Popescu 2008; Akdemir and Heslot 2012) in a sparse 
model without specifying a priori the predictors for all the 
interactions or the shape of the response.

Ensemble learning is a relatively new approach to mod-
eling, providing solutions to complex problems by com-
bining simultaneously a number of models (Friedman and 
Popescu 2003). One of these methods, random forest (Brei-
man 2001) has already seen some applications in genetics 
(Bureau et al. 2005; Ogutu et al. 2011). Instead of identify-
ing a single best performing model, the idea is to generate a 
very large number of predictors built on bootstrap samples 
of observations and variables. Those predictors are com-
bined together using averaging (random forest) or penal-
ized regression methods (Friedman and Popescu 2008) on 
the complete dataset.

This approach requires the definition of a family of 
models, used to generate predictors on bootstrap samples 
of observations and variables. Soft rule fit uses regression 
trees to generate predictors. Regression trees are a classic 
data-mining method that partitions the data into sets, each 
of which are simply modeled using regression methods. 
The key aspect for the application here is that it groups 
observations based on the response variable and the predic-
tors in a non-linear way.

Figure 4 gives a graphical representation of a regres-
sion tree built on a bootstrap sample of observations and 

Fig. 4   A simple regression tree built on a bootstrap sample of obser-
vations and variables. Each leaf node defines a rule which can be 
expressed as a product of indicator functions of half spaces. An indi-
cator function takes the value 1 if the condition it takes as input is 
true else it takes the value 0. Each rule specifies a “simple” rectangu-
lar region in the input
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variables. For the response variable y and the predictors 
x and z, the regression tree algorithm identifies “splitting 
rules,” defining nodes that partition the data. Figure  4 
shows that the algorithm determined that the greatest 
variance reduction on the sample was obtained by divid-
ing the data into two subsets based on whether x was 
positive or not. It was further identified that for x nega-
tive, the data were best modeled depending on whether z 
was superior or not to 1. This defined a complete parti-
tion of the observations based on response variable and 
predictors. This partition can be summarized by three 
binary rules that indicate to which group an observation 
belongs.

Soft rule fit uses those rules to derive a probabilistic 
assignment of each observation to a group using logistic 
regression. Each rule then provides a predictor taking val-
ues between 0 and 1 (Step 4 on Fig. 3). The complexity of 
the rules is measured by the number of variables involved 
in a given rule. It is simply controlled by the number of 
observation groups allowed in the regression tree algo-
rithm. This provides a simple way to control the level 
of complexity captured by the model as it fixes an upper 
bound on the number of variables involved in a given 
predictor.

By repeated sampling of the observations and variables, 
a matrix W of the soft rule predictors was obtained. W has 
dimension mt × h with h number of derived rules. W was 
further used as predictor of the residuals of the main effect 
model alone or with the factorial regression predictors 
described above and regressed on the residual of the main 
effect model using elastic net (Fig. 3 step 5).

Model 9 can then be rewritten as follows:

With φ effects of the soft rule fit predictors. Model 10 
can be fitted without the soft rule fit predictors (in which 
cases it reduces to Model 8) or without the factorial regres-
sion predictors W.

Model 10 was fitted in a two-step procedure as described 
for models 6 and 7. Briefly, (S ⊗ Vs) and W were simul-
taneously regressed with an elastic net on the residuals in 
model 2 to obtain ϕ andφ. θ, the scaling parameter, was then 
obtained by cross-validation on the training data. Higher 
prediction accuracy with the soft rules predictors included 
in the model (Model 10) compared to (Model 8) would pro-
vide evidence of non-linear effects.

About 5,000 initial rules were derived from the data com-
bining markers and stress covariates using the RuleFit algo-
rithm (http://www-stat.stanford.edu/~jhf/r-rulefit/rulefit3/
R_RuleFit3.html). The maximum number of groups allowed 
in the regression trees was three or four. Rules were derived 

(Model 10)

y=1mtµ + (It ⊗ 1m)β + (1t ⊗ V)α + θ [(S ⊗ Vs)ϕ + Wφ]

+ ε10

from bootstrap samples of the data using as response vari-
able the residuals from Model 2. As a consequence stress 
covariates or markers alone might be associated with an 
apparent main effect on the bootstrap sample, even if overall 
the data are corrected for the main environment and geno-
type effect. Of the rules generated, a large number com-
bined only markers or only stress covariates. Such rules 
were removed to keep only rules combining one or several 
covariates with one or several markers, thus ensuring that 
both genotype and environment affected the rule.

Evaluation of model performance

To evaluate the performance of the models presented 
here, the accuracy was defined as the correlation between 
the predicted performance and the observed perfor-
mance in a given environment. The main interest was 
in the capacity to discriminate between genotypes in 
unobserved environments. This is a simple way to assess 
the capacity of the model to capture G*E. To perform a 
valid statistical test, the dataset was split randomly into 
two sets of 22 environments, balanced across years and 
locations with 4,184 observations in the training set and 
4,840 observations in the validation set. There were 2,195 
genotypes in the validation set of which 544 were absent 
from the training set. The 22 validation environments 
were then predicted, and the accuracy computed for each 
environment. The predictive ability of the model can then 
be assessed by the mean cross-validated accuracy across 
environments. Given this set-up, pairs of accuracies in 
the validation set are independent conditional on the 
training set and can be used to assess statistical signifi-
cance of accuracy differences between models. For the 
pairs of correlations to be strictly (unconditionally) inde-
pendent, separate sets of training environments would be 
required for each pair of correlations. Instead, each pair 
of correlations derives from the same set of training envi-
ronments. Therefore, the pairs of correlations are only 
independent conditional on the chosen set of 22 train-
ing environments. Thus, the statistical inference we can 
make is limited to the chosen set of 22 training environ-
ments. We cannot extend inferences to freshly chosen 
sets of training environments. This inference is quite lim-
ited and is justified by the data we show. What is tested 
is whether the model with weather data would do better 
than the baseline model on a new environment. A paired 
Wilcoxon rank sum test was used to assess the signifi-
cance of the difference of the mean accuracies between 
models. The variance of the accuracy in the validation 
environments is an unbiased estimator of the variance of 
prediction accuracy and was reported as the coefficient of 
variation.

http://www-stat.stanford.edu/~jhf/r-rulefit/rulefit3/R_RuleFit3.html
http://www-stat.stanford.edu/~jhf/r-rulefit/rulefit3/R_RuleFit3.html
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Inference about the genetic architecture of G*E

If the modeling of Q*E with stress covariates captures a sig-
nificant part of the G*E variance and increases the model 
predictive power, it can be used to infer the genetic archi-
tecture of G*E. An importance measure can be derived for 
each rule and factorial regression predictor (Friedman and 
Popescu 2008) from model 10. All predictors were stand-
ardized to unit variance and were continuous such that the 
importance measure was simply the absolute value of the 
coefficient of each G*E predictor (columns of S ⊗ V or W).  
From the importance of each of the predictors, the impor-
tance of the input variables (markers and stress covari-
ates) can be derived as proposed by Friedman and Popescu 
(2008). It is computed as the sum of the importance of the 
predictors (soft rules and factorial regression) in which a 
given input variable appears, divided by the number of input 
variables involved in each predictor, such that, input varia-
bles involved in a predictor equally shared in its importance. 
The importance of the kth stress covariate is then written:

Ik =
∑s

i=1 ϕ101(k−1)+i/2 +
∑p

j=1 φj

/

rj with p numbers 
of rules including the kth stress covariate and rj the num-
ber of variables included in the jth predictor including the 
kth stress covariate. ϕ101(k−1)+i indicates the 101(k − 1) + i 
elements of ϕ. A coefficient of one half is used for the fac-
torial regression predictors, because each of them has two 
input variables. Additionally, because each stress covari-
ate was present in the model with three maturity-level 
parameterizations, importances were summed per stress 
covariate across those levels. The significance of the impor-
tance of the stress covariates was tested by permutations 
of the stress covariates between environments 100 times 
to generate a null distribution of the importance measure 
for each covariate. This permutation was done using the 
rules discovered on the non-permuted data to limit the 
computational load required. Using these rules produce a 
more stringent test than generating new rules using per-
muted data, because some information from the real data 
is retained in these rules. Stress covariates were permuted 
in blocks between environments such that the covariance 
structure between stress covariates was preserved and 
each stress covariate had a single value in each environ-
ment. Then, soft rules and factorial regression predictors 
were generated using the permuted stress covariates and 
regressed on the residuals (Fig.  3, step 5). A given stress 
covariate importance was considered significant, if it was 
larger than the greatest importance obtained for that covari-
ate with the permutations.

Model 10 allowed prediction of performance of any 
genotype in any environment based on the stress covari-
ates and the markers Then, the G*E prediction term 
(S ⊗ Vs)ϕ + Wφ is an estimate of η, the environment-
specific effect for each genotype from Model 4, even for 

unobserved environments. This estimate of η can be fur-
ther used to estimate G the covariance matrix of genotype 
effects in environments from Model 3. For the best predic-
tive model, the G*E term was predicted for all 2,437 geno-
types in all 44 environments. The derived table of predicted 
G*E response was used to estimate G. This corresponds to 
the predicted levels of genetic correlation between environ-
ments. Environments were clustered based on this covari-
ance matrix using unweighted pair-group average agglom-
erative hierarchical clustering. Because of the machine 
learning predictors, there is no closed form estimate of G 
based on model coefficients as in random regression.

Results

Mixed model results

Using ASreml-R (Gilmour et al. 2009), Model 3 was fitted 
to generate simple variance component estimates. The addi-
tive genetic variance was estimated to be 6.5, the environ-
ment variance 172.2, the G*E variance 11.2, and the error 
variance 67.7. Heritability was computed using a general-
ized heritability measure suitable for unbalanced data using 
the predicted error variance from the mixed model (Piepho 
and Möhring 2007) (formula 20) and was equal to 0.54.

Using ASReml-R, the size of the factorial regression 
problem (Model 5) quickly became intractable. It was not 
possible to fit genotype-specific sensitivity on the full data-
set, even for one stress covariate, as the model required 
more than 250  GB of RAM (Model 5) when covariance 
structures were included for u and γ. Fit was nevertheless 
possible when no covariance was included for u and γ. 
Focusing instead on marker sensitivities to the covariates 
seemed a suitable approach to decrease the dimensionality 
of the problem and it took advantage of powerful penalized 
regression methods (Model 6).

Marker variability

Focusing on marker sensitivity created a dimensionality 
problem. In the case of linear sensitivity, 1,29,987 addi-
tional predictors (1,287 markers  ×  101 stress covariates) 
would have to be fitted in the model. To overcome that lim-
itation, subsets of markers with particularly variable effects 
across environments were selected. The histogram plotted 
on a log scale in Fig. 5 suggested that a few markers were 
extremely variable, the most variable being the marker for 
Ppd-D1, the main photoperiod sensitivity locus, with a var-
iance of 0.043. The other markers with the largest variance 
were not associated with any of the known major adapta-
tion loci, despite the inclusion of diagnostic markers for 
those loci in the analysis.
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Two‑step approach results

Despite an appealing simplicity, using the SGL to perform, 
a one-step analysis was too computationally intensive to be 
feasible. Thus, all the results presented here are from the 
two-step approach (Model 10).

Figure  6 presents the mean prediction accuracies for 
different models capturing G*E compared to the base 
model with no modeling of G*E included in cross-vali-
dation. Results indicated a gain in mean prediction accu-
racy (0.25–0.277) compared to the base model accuracy 
when predictors of G*E were included. Most of the gain in 
accuracy came from the linear response of markers to the 
stress covariates. With all three models considered, accu-
racy reached a maximum when 250 markers were included 
for factorial regression. The best model in cross-validation 
comprised 1,584 soft rules, each containing at least one 
stress covariate. The best model (with soft rules of order 
four and 250 factorial regression predictors) provided an 
11.1 % increase in accuracy and a 10.8 % decrease in accu-
racy coefficient of variation over Model 2. On the same 
cross-validation settings, the G*E model captured on aver-
age 3.7  % of the variance of residuals of the base model 
in each validation environment. Inclusion of the soft rule 
fit predictor improved accuracy slightly, for any number 
of markers included. The best model (with soft rules of 
order four and 250 factorial regression predictors) was sig-
nificantly better than a model with 250 factorial regression 
predictors, and no rules included (P value =  0.093). This 
indicated that part of the G*E response was due to a non-
linear response of the QTL to the environment. When stress 
covariates were permuted between environments, including 
a G*E term decreased the predictive ability of the model. 
This result rules out overfitting by the model.

Figure  7 presents the detailed cross-validation results 
for the model with rules of order four and 250 markers in 
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the factorial regression. The line corresponds to the identity 
such that if a validation environment is over the line, there 
is a prediction gain by modeling G*E for that environment. 
Residuals of a few environments were poorly predicted by 
the model, as expected under the Anna Karenina effect.

Inference of the genetic architecture of G*E

All the following results are based on the model with rules 
of order four and 250 markers for the factorial regression, 
which was the most predictive model in cross-validation.

Six hundred eighty-nine markers (53.5 % of all markers) 
had an importance different from 0, and thus were included 
in the model to predict G*E. However, inclusion does not 
mean significance.

The most important marker was the marker for ppd-
D1, the photoperiod sensitivity locus with an importance 
twice the importance of the second most important marker. 
Ninety-nine percent of this importance was due to the fac-
torial regression predictors and not to the rules, indicating 
that the effect of the ppd-D1 locus on yield changes lin-
early with stress. This marker was also the most variable 
marker across environments. However, apart from ppd-D1, 
there was no correlation between variability across envi-
ronment and importance based on the factorial regression. 
This could be explained by stresses not taken into account 
by the covariates, or this can point out the inefficiency of 
the marker selection procedure. The ppd-D1 photoperiod 
insensitive allele had a mean frequency of 51.8  % in the 
different environments with a minimum of 8.6  % and a 
maximum of 76.8 %. When ppd-D1 was fitted alone in a 
factorial regression model, the cross-validated accuracy 
was equal to the accuracy obtained when fitting Model 1 
alone.

Other perfect markers for vernalization, photoperiod 
sensitivity, or dwarf status had little or no importance. The 
other most important markers did not correspond to known 
loci affecting phenology. There was no correlation between 
the marker importance and their main effect on yield. Simi-
larly the marker importance was not correlated to their 
main effect on heading date (data not shown).

All stress covariates were included in the soft rule terms. 
This is evidence of the complexity of the G*E response, 
as it involves all the stress covariates in the model cover-
ing abiotic stresses over the whole plant cycle. Despite this 
overall complexity, only ten stress covariates had an impor-
tance larger than the importance observed in 100 permuta-
tions and are presented in Table 2.

From those most important stress covariates, a clear 
picture emerges about the stress creating the most G*E 
on winter wheat in France. Almost all the stress covariates 
presented in Table  2 related to stresses before flowering 
such as drought stress in early spring (ntddr, spetpe1) and 

heat stress before flowering (stmpmf, st25ef, nd25ef). Heat 
stress at the beginning of grain filling was also important 
(st25fh, nd25fh). Latitude captured a North/South gradient 
in weather patterns. This is evidence that the most critical 
stage for G*E and abiotic stress sensitivity unexplained by 
geography are stresses before flowering and not the late 
stage stresses.

As the model enabled the prediction of part of the G*E 
response in each environment based on markers and stress 
covariates, fitted values were calculated for all genotypes 
all environments in the dataset. However, this could also 
be done for any environment with daily weather data. 
Those predicted values could be used to study the stabil-
ity of genotypes in a set of environments. Consequently, for 
each of the 2,437 genotypes, the variance of the predicted 
G*E response in a set of environments was compared to the 
main genotype effects, and there was no correlation. Those 
fitted values were also used to compute a predicted G*E 
correlation matrix between environments. This correlation 
matrix corresponds to the genetic correlation between envi-
ronments as captured by the model (Fig. 8).

The correlation matrix indicated divergent G*E 
response between environments with a wide range of cor-
relations between environments. Several clusters of envi-
ronments corresponding mostly to year were identifiable 
on the dendrogram (Fig. 8). Those clusters were also con-
firmed by looking at the heatmap of the correlation matrix 
(Supplementary Figure S1). They corresponded mostly to 
a clustering by year. Clear clusters can be identified for 
2007, 2008, and 2011. The cluster of environments on 
the left of the dendrogram spanned several years and cor-
responded mostly to locations in the south of France. A 
similar cluster analysis was performed directly using the 
stress covariates produced a pattern that was less differen-
tiated by year and some outlier environments that disap-
peared in the clustering approach based on predicted G*E 
(data not shown).

Table 2   Importance of the eight stress covariates with a significant 
importance, for the model with rules of order 4 and 250 markers for 
the factorial regression. Importance is rescaled to give a score of 100 
to the largest one

Stress covariate Stress type Importance

stmpmf Sum temperature meiosis to flowering 100.00

ntddr Drought early spring 88.97

spetpe1 Drought early spring 84.99

st25ef Heat stress before flowering 79.69

nd25ef Heat stress before flowering 77.53

st25fh Heat stress early grain filling 76.25

nd25fh Heat stress early grain filling 71.65

Latitude North/South trend 29.52
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Discussion

A disappointing gain in accuracy?

Our model was able to predict part of the G*E response 
of genotypes in unobserved environments. Though the 
gain was statistically significant, it was small. Figure  7, 
however, indicates that gains were much larger in some 
environments, especially environments where prediction 
accuracy was low with the baseline model. In a survey of 
the G*E literature, we found only two papers (Burgueño 
et al. 2011, 2012) concerned with predicting G*E to report 
cross-validation results. Papers we identified using factorial 
regression such as Crossa et al. 1999 usually only reported 
a model fit to the whole dataset and did not assess predic-
tion accuracy.

The average gain we observed (11.1 %) was higher than 
the one reported in Burgueño et al. (2011). They reported 
a gain of 6 % on average across six datasets when using a 
factor analytic model. Analysis of results presented in Bur-
gueno et al. (2012) suggested an average accuracy gain of 
7.2 % (0.44–0.471) when predicting genotypes absent from 
the training set and a gain of 19.6  % (0.474–0.55) when 
predicting genotypes present in the training set in a differ-
ent environment using a factor analytic model and the real-
ized relationship matrix. For their model to be predictive, 
some genotypes needed to be observed in the environment 
to be predicted.

Here we are predicting G*E deviation for unobserved 
environments which is clearly a more difficult task. The 
cross-validation setting is rather stringent here with the 
training dataset effectively reduced to half the size of the 
total dataset. With more data, in particular more environ-
ments, we would expect better performance. We also show 
that the gain in accuracy is statistically significant and that 
when using permuted covariates, the model has no predic-
tive power. These results together indicate that the model is 
picking up real G*E signal in the data.

It is also important to remember that the reported accu-
racies are correlations between predicted values and pheno-
types measured in a single environment with a low number 

of replicates and consequently a low repeatability. Based 
on the variance components estimated from Model 3, the 
within environment repeatability should be approximately 
(

σ 2
u + σ 2

ge

)/(

σ 2
u + σ 2

ge + σ 2
e

)

= 0.207 with σ 2
u , the addi-

tive genetic variance, σ 2
ge the G*E variance, and σ 2

e  the 
error variance estimated with Model 3. So the maximum 
accuracy would be about 0.455 if all genetic and G*E vari-
ance was predicted.

Strategies integrating statistical and crop growth models 
for phenotype prediction

Levins (1966) states that in building models, there is a ten-
sion among the goals of realism, generality, and accuracy 
making it impossible to create a model that fulfills all goals 
simultaneously. Purely statistical models (e.g., regression 
and machine learning) sacrifice realism and generality in 
favor of accuracy. These models minimize prediction error, 
but usually cannot be extrapolated to conditions outside 
those previously observed, and their parameters have lit-
tle interpretive value relative to the underlying biology of 
the problem. They are pure black box models. Crop growth 
models, in contrast, sacrifice accuracy in favor of a cer-
tain level of realism and generality. These models do not 
completely lack predictive power. They can indicate which 
conditions will increase or decrease performance and serve 
best to provide qualitative rather than quantitative, error-
minimizing, predictions. For the problem of G*E predic-
tion in breeding, we require accuracy because we will seek 
to select on the basis of model predictions. Generality is 
also required because the environments that interest us are 
those of the future and are therefore, by definition, unob-
served. Finally, while model realism is probably relegated 
to the lowest priority, we do not want to discard it entirely 
because interpretation of the model can guide future exper-
imental and selection efforts.

In broad terms, we place crop growth and statistical 
models in series with the outputs of the former providing 
the inputs of the latter. Thus, we aim for the crop growth 
model to provide some level of generality and realism, first 

Fig. 8   Hierarchical agglomera-
tive clustering of the environ-
ments based on the predicted 
G*E response of all genotypes. 
Environments were named 
using the last two digits of the 
year followed by a location 
code
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by condensing massive quantities of weather variables in 
a limited number of covariates and second by tying those 
covariates to phenologically relevant and interpretable plant 
stresses. The statistical model must then provide predictive 
accuracy. We note that placing the models in the opposite 
order (statistical then crop growth) is also a possibility. In 
that case, the statistical model would predict crop growth 
model parameters, and the crop growth model would then 
combine those with weather data to produce a prediction. 
For that strategy, the crop growth model parameters are 
used as traits (Reymond et al. 2004; Reymond et al. 2003), 
which would require specific phenotyping experiments. 
The strategy that we use requires only phenotypic data gen-
erated by a breeding program for the purpose of selection. 
In addition, as discussed above, there are concerns that 
crop models are not sensitive enough to capture the sub-
tle performance differences between elite genotypes (White 
et al. 2008).

In this paper, we integrated environment data in the 
analysis using a crop model, as a tool to generate metadata 
about the trial that included phenology. This is a key point 
because phenology data are not usually collected in plant 
breeding trials, with the possible exception of heading date. 
Furthermore, the determination of most of the develop-
mental stages is difficult and labor intensive. Once devel-
opment stages are known, agronomy and plant physiology 
knowledge can be leveraged to define stress covariates by 
stage. This has multiple advantages because it reduces the 
dimensionality of the data to a few dozen covariates. It also 
enables use of the large datasets generated by plant breed-
ing activities to study G*E. While a major data reduction 
was achieved, there were still more predictors (environ-
mental covariates) than observations (environments). Here, 
only weather data were used, but the framework developed 
could accommodate other kinds of environment variables 
such as soil quality types and disease pressure. This type 
of data reduction strategy with further use in QTL mapping 
was first proposed by Boer et al. (2007). Here, we extended 
it to a large number of stress covariates and genome-wide 
markers while capturing non-linearity of responses.

Inference about the genetic architecture of G*E

The best performing model included predictors for lin-
ear responses to the stress covariates as well as soft rule 
fit predictors capturing non-linearity. This suggests that 
part of the G*E is not amenable to modeling by a linear 
response. In addition, the use of a crop model and the def-
inition of stress covariates by growth stage also captured 
some non-linearity. For example, heat stress is expected 
to be critical at flowering and less so earlier in the cycle. 
This creates major non-linearity issues in using weather 
data for modeling directly. The use of stress covariates 

provides a simplification of the problem which is difficult 
to quantify.

Assuming that the model captured enough G*E vari-
ance to provide useful insight in the genetic architecture 
of G*E, the use of biologically meaningful stress covari-
ates facilitated the interpretation of the model. The signifi-
cantly important stress covariates were related to radiation 
and water stress before flowering rather than to terminal 
stresses. This has important implications because it sug-
gests that breeding efforts for stress tolerance should focus 
more on those specific stresses. Alternatively, as termi-
nal stress was expected a priori to be important, it could 
suggest that the breeding program from 2006 to 2011 did 
not sample environments with terminal stress. Despite an 
expected large North–South G*E pattern, results indi-
cated that annual rather than latitudinal variation was more 
important.

One of the most important loci for G*E was Ppd-D1, a 
photoperiod sensitivity locus, indicating that a major deter-
minant of the G*E response in this dataset is phenology. 
However, Ppd-D1 alone did not capture a significant part 
of the G*E variance. Other important loci for G*E did 
not correspond to any of the other known major adapta-
tion genes, and these loci warrant further investigation. 
Results suggest that Q*E is pervasive and characterized by 
small interactions among large numbers of regions of the 
genome and a large number of stresses as expected under 
the Anna Karenina effect. The importance of the markers 
for G*E prediction was not related to their main effect, and 
the genotype main effect was not related to the variability 
of G*E response. These results also suggest that genotypes 
can be selected for stability without penalizing perfor-
mance. However, the model does not explain a large part of 
the G*E variance. If the alternative hypothesis of a correla-
tion between main and interaction effects holds, we do not 
know what power we would have to detect it. Stability was 
defined here as the variance of the predicted G*E for each 
genotype. Other definitions are possible. Stability is not 
necessarily a desirable trait if it means consistently poor 
performance. Capacity of genotypes to take advantage of 
good growing conditions is a favorable trait which is poten-
tially associated with performance instability according to 
the definition we used.

Our results indicated that the QTLs causing the most 
Q*E have small main effects. This suggests that focusing 
on markers with large overall main effects when trying to 
identify Q*E is inefficient.

We hypothesize that those QTLs with a large Q*E effect 
on yield are not likely to be detected in mapping experi-
ments across environments because their measured main 
effect will not be consistent across environments. If they 
are detected within environment, they are unlikely to be 
validated in separate mapping experiments in different 
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environments. If identifying consistent QTL main effects is 
the goal, those QTLs might only be detected when focusing 
directly on an underlying physiology or plant architecture 
trait. For example, in this dataset, ppd-D1 did not have a 
consistent main effect on yield across environments, but 
would have been detected if the mapping focused on the 
main effect of photoperiod sensitivity.

A new tool to deal with G*E in breeding programs

Historical weather data or predicted weather data from 
climate change models could be used in simulations to 
investigate the target population of environments (TPE). 
The TPE is the mixture of environments expected for the 
intended region of production (Comstock 1977). In most 
cases, the composition of the TPE is unknown. Simulation 
studies show that in the case of cross-over G*E, it is ben-
eficial to weight the trials by their expected frequency of 
occurrence in the TPE (Podlich et al. 1999). Our approach 
provided an accessible way to determine those frequen-
cies. By predicting genotype performance using historical 
weather records, the frequency of occurrence of the clusters 
identified in Fig. 8 can be calculated. This could be used to 
optimize the phenotypic testing strategy. Most of the envi-
ronment clustering we observed was by year suggesting 
that our sample of environments, while large, was not large 
enough to cover all expected environment types. Using this 
data only provided a partial glimpse of the TPE. This inter-
pretation supposes that the locations are a spatially repre-
sentative sample of the TPE.

Using the predicted G*E response instead of the stress 
covariates to cluster environments allowed clustering on 
the predicted level of genetic correlation between envi-
ronments, which is the parameter of interest for breeding 
purposes. This was possible even for environments with 
no phenotypic data. Multiple stresses were considered, 
and none of them was suspected to be the main cause of 
G*E. Consequently, it was not meaningful to directly use 
the stress covariates to group environments as in previous 
studies (Chapman et  al. 2000a, 2000b, 2000c). In their 
studies, the main cause of G*E was drought stress, such 
that environments could be clustered based on the pattern 
of drought stress. Using the predicted G*E response also 
captured non-linear responses of genotypes to stresses and 
threshold effects.

By leveraging agronomic knowledge and the large his-
torical datasets generated by breeding programs, this new 
model provides insight into the genetic architecture of gen-
otype by environment interactions and predicts genotype 
performance based on past and future weather scenarios. 
The model can therefore provide a better knowledge of the 
current and future TPE. This knowledge should translate to 
an improved design of phenotypic testing strategies.
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